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Abstract

In recent years the Spoken Language Processing fiek been rapidly growing. Several human-
machine systems with different characteristics hlagen developed, most of them without a distribated
scalable architecture. For instance, Olympus frammdwat the current version does not support mudgsson.

In addition, it uses the Phoenix parser without ymamic grammar. In this paper we design a distiolt
robust, scalable and multi-session architecture ligpto a spoken dialog system along with a dynaanid
self-learning Natural Language Understanding (NLkgchanism. It is based on an extension of the basic
Olympus framework. The implementation we proposkgd OlympusP2P is built on a distributed and Hygh
context-sensitive framework for applications thamnat interacting with users by using natural laages.

OlympusP2P will soon available for researcher ampgblecation developer.
Keywords: Multi-Session, Dynamic Grammar Parser, Olympus
I. INTRODUCTION

In recent years the Spoken Language Processird)[figlhas been rapidly growing. Several human-
machine systems with different characteristics hoe@en developed, most of them without a distribuaad
scalable architecture. For instance, Olympus fraonkw?2] at the current version does not supporttimul
session. In addition, it uses the Phoenix parsénowt a dynamic grammar [3]. In this paper we desig
distributed, robust, scalable and multi-sessiorhitgcture applied to a spoken dialog system aloiitfy &
dynamic and self-learning Natural Language Undaditay (NLU) mechanism. It is based on an extensibn
the basic Olympus framework. The implementationpnapose, called OlympusP2P is built on a distriduted
highly context-sensitive framework for applicatiotisat aim at interacting with users by using ndtura

languages. In order to manage different sessiamssaution introduces a multi-session layer witpaatially

This Paper was Presented on : 2" International Conference on Human Computer Interaction and Learning

Technology ( ICHCILT 2013 ), Abu Dhabi, UAE on March 5-6,2013 ......... Page ........... 1



International Journal of Information Technology &@puter Science ( IJITCS ) (ISSN No : 2091-1610)
Volume 8 :lIssue No:2: Issue on March /iB@013

decentralized Peer to Peer (P2P) network, whiclomsposed by Olympus Super Peer nodes and Olympars Pe
nodes. Olympus Super Peer nodes have a customeaolent of free slots in which we can assign nemmad
Olympus Peer nodes running Olympus. This makesnilg-session possible and provides the system thih
capability of dynamic nodes allocation dependingcontext necessities or network load. To make Olysnp
grammar more dynamic, at compile time, the OlymplwB module [4] receives an event and it informs the
parser to load the new Grammar files without stogpand restarting the Parser module. In addition we
introduce a self-learning mechanism that checksifnown words match certain criteria (e.g. synonysof
known words). When one of the criteria is triggetieel new word is automatically included in the gnaan and
recognized by the parser. The proposed architegsudescribed in terms of robustness, scalabilitgt & is
compared to the standard Olympus framework. OlymRg&sis written in C# with Microsoft Windows

Communication Foundation (WCF) technology and gdlbn available for researcher and application dgesz!
Il. THE SPOKENDIALOG SYSTEMS

The main goal of a spoken dialog system is to ptiman at the center of the interface between the
device and the human. The device may provide thmanuwith all the required information or perform a
specific request in the way that is most natural Hom: speaking. Over time there has been a sutietan
evolution of these systems: initially they inteettwith one user sitting in front of a computertthen the
system, then moving on to solutions based on teleplnterface. Today, thanks to the spread of raatevices
you no longer need to be sitting in front of yo®.F his then allows these systems to simultanedunstyact
with millions of users. The applications of a systare numerous: they range from the search oftauest, to
book a hotel room, to dial a phone number or tefigo music. Since the early 1990s, many spokelogi
systems have been developed in the commercial dotmaupport a variety of applications in telephbased

services.
.  MULTISESSION

While the main goal of the recent Spoken Dialogt&ys was to make the interaction between user
and system as natural as possible, the new goalgsovide a multi-session interaction with mukdipisers: in
fact, in a real condition, the system can dialothwnultiple users by using multi-sessions. In thigper, we
introduce a novel approach for modeling and mamatie multi-session dialogue in a spoken dialogistesn
able to support a consistent number of concurmgeractions and to adapt its knowledge taking axtoount
what globally happened and happens inside the alesessions. These goals are achieved by usin§2Re
architecture that manages multiple instances offplys, and also the ability to globally share a-kslfning

grammar updated at real time by what happens imthieidual sessions.
IV. OLympus

Olympus is a complete framework for implementinglggmn dialog systems created at Carnegie Mellon
University. Olympus incorporates the Ravenclaw afjalmanager [5], which supports mixed-initiative
interaction, as well as components that handle cspeecognition (Sphinx), understanding (Phoenix}l an
generation (Rosetta). Olympus uses a Galaxy [4pagspassing layer to integrate its componentsapplorts
multi-modal interaction. As shown in Fig. 1, thel@g architecture is a constellation of Gal&grverswhich

communicate with each other through a central Gatttb.
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Figure 1: Olympus architecture

In Olympus most of the agents are Gala®grvers Specific functions, for instance dialog planning,
input processing, output processing, error-handletg. should be encapsulated in subcomponentsweth
defined interfaces that are decoupled from dompéatific dialog control logic. Olympus users areeabd
inspect and modify each of these components indallg, towards their own ends. For each Olympus
application we need to specifsour ces like grammar, language model and dialog task $ipation. These

resources serve as a basis of knowledge that éssary to understand and to interact with users.
V.  RELATED WORKS

Olympus Framework does not natively support mudtipessions. Our implementation, Olympus P2P
introduces a new architecture that enhances OlyRparsework’s features while adding a multisessigopsrt
with shared resources. Take into considerationfelewing aspect: a single Olympus instance represa
single point of failure; a single Olympus instang@ot able to "increase" or "decrease” the nurobawvailable
sessions in function of the user's needs and aikijaof hardware/software resources and it is abte to
replicate the active sessions in function of newrsigequests; the client must know the addressach e

Olympus session.

Table 1 shows the comparison between Olympus P28 @iympus/Raven Claw. Both
implementations are Multi-Modal, Multi-Domain, Miiltanguage and open source. Olympus P2P introduces
features such as Multi-Session and Self-Learningddyic Grammar. These two last features introduee th
concept of shared resources. The system-user dtitarails enhanced because the common resource e€an b
updated by all active sessions. This creates ndfslesening scenarios in which a common resource is

continuously updated by different sessions.

Tool Multi- Self-Learning Multi- Multi- Multi- Shared Open
00

Session| Dynamic Grammar| Modal | Domain| Language | Resource§ Source
OlympusP2P Yes Yes Yes Yes Yes Yes Yes

Olympus/Raven
No No Yes Yes Yes No Yes
Claw

Table 1: Comparison between OlympusP2P and OlyrRaw&nhClaw
VI. OLympusP2P

Olympus P2P concurrently serves more users allowiagsharing of resources among all sessions. If

one of the Olympus sessions is able to updatenitsvledge during the interaction with the user, ta#rother
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sessions will benefit from it. Moreover, allocatidgnamically new Olympus sessions depends on th&bau
of users. This becomes necessary in large scad¢snsy. Our goal is not only to manage multipleledda and
robust instances and to face the growing demanddssions by users, but also to use the parallelisaveral

active sessions to share useful resources in twdemprove the user interaction.

The new component, implemented by a WCF Technolsdyased on a partially decentralized P2P
Network. Olympus Super Peer nodes play an impomalet in this network, carrying out specific furarts,
such as a distributed search and Olympus sesssoowdiries among multiple peers around the netwidls is
completely transparent to the client applicatiohe lgrammar and other resources are shared by aihpDks
Super Peer nodes, unlike client-server architestiravhich the server shares all contents and ressuP2P is
more reliable since the central dependency is rexhokailure of one peer does not affect the worktbér

peers. Specifically we have two types of hodeshasvn in Fig. 2:

» Olympus Peer (OP): This is the interface to the client applicatiafignt login, client logout, exchange of
information). It contains one or more Olympus agtimstances and it is connected to a single Olympus
Super Peer.

e Olympus Super Peer (OSP): This deals with the research of active sessiarthé network. It knows at
least another OSP in the network. It maintainssa df active peers with its active sessions anchit

perform a query only to the known OSP.

L2 S
- i

Figure 2: Olympus Super Peer and Olympus Peersarktw
A. OlympusP2P Architecture

In this section we explain the architecture in defeor every OSP we have a set of OPs that are
connected with a number of Olympus active sessidrish serve a set of clients. Each client will oklyow a
limited set of OPs in the network (the list candeatralized or available to the client at the tiofiénstallation).

After that the authentication has been performiethe OP contacted by the client has free sesabtise type
specified by the client, then it accepts the cotioaclf the OP does not have free sessions, fopeis a query

to the OSP which will query the other OPs. Thentligill communicate through the same OP contactetlit

will receive the URL of the OP with a free activession. The search is performed among a "netwo®S#s"

with techniques derived from flooding broadcaste Thessages are exchanged only between the same OSP.
Furthermore, each OSP contains the grammar usédid P, which through the mechanism explained below
can be updated in every iteration. Fig. 3 shows ktloevOSP at each update informs the other OSPiein t

network and its own OPs that the grammar has cliargeally the compiled grammar will be downloaded
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updated. In this way all sessions in the network b@nefit from ree-time updates of grammar in the curr

active sessions.

ospupdatesthelocal |
grammar. sessions will
use the new grammar
immediately duringthe
interaction with the
user

Allsessions use
the new global
grammar’
_

&5 — —
0sP replacesthe
old :mma, OSP comunicatesand
wﬁh new sendsthe new
grammar _ grammar to all OSPs

Figure 3: Grammar updating mechani

As shown in the Fig. 4, thalea is t« create an additional software layleetween application clier and

Olympus, with the main go&b increas the active available sessions.

Client Application

Session | Session Session
1 2 N

Figure 4: Olympus P2P Architecture

These goals are made possible because of the RBReature that manages multiple instance
Olympus andhe ability to globally share a s-learning grammar updated in real time by what happe the

individual sessions.
B. Selfiearning Dynamic Grammi

The introduction of speech recognition systems spaken language generators has led to a diffi
appro@h where users can have a “natural” conversatidh thie system. In these systems the parser |
central role, typically being the bond between gheech recognizer software and the lang-processing unit.
The basic role of the parser is to give ganing to user inputs. Many parsing algorithms haeen develope
enclosing syntactic and semantic rules inside tizengrar. The pursuit of always having a better amel
natural interaction brought the development of mmeplex grammars. The product of an efficient, self-
learning and auto generating grammar requires h hAigount of human and temporal resources. Diffe
algorithms and approaches have been adopted iliteheture of natural languages. These can be ariedtin
different categoriesiccording to different approaches or different grean types. For instance, the Olymg
framework uses the Phoenix parser which was deedlby the University of Colorado in 2002 to devedasy
and robust NLU systems. As Minker and Chase [6]larpd,the Phoenix parser is based on case grar
which analyze the syntactic structure of utteranpgsstudying the combinations of verbs and thelates
nouns. The main characteristics of case grammargharpossibility of easily sharing the syntactterns and
grouping related concepts or features togethesh&svn in Fig. 5 the Phoenix parser is based ondgsafavery
input word is mapped into a sequence of case fraooegposed by a set of slots. Each slot has a &pe

context-free grammar (CFQ)dt describes the possible content of the slot.pEsing mechanism consists o
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comparison between given input words and framesyrding to the rules defined in the grammar. Atehd of
the process the chart consists of a sequence tsf@dotaining the semantic parse tree of the seguehinput

words.

Parser

Frames file
FUNCTION:
Input service request Extract

[service]

Iwould |
likea
room in
Boston
for

A tOMOITow .

Frame: service_request

’) Service: room

Date : tomorrow
| City: Boston

( I[want] a [service] [date]
[eity] )

[want]
(want)
(need)
(would like)

Figure 5: Parser pipeline
1) Description

The Olympus framework helps to design, to implemend to test spoken dialog systems and
conversational agents. The Phoenix parser needs-eompiled grammar; therefore any spoken dialcgesy
built over Olympus uses a grammar which cannotdsflyeupdated. The grammar compiler creates thpubut
compiled grammar files from a set of grammar speatiion files (.gra, .class). The system has tctopped
and the grammar has to be re-compiled every tiraé dhnew word is added to the system knowledge In
research environment this is acceptable; howevéranndustrial field this mechanism is tediousexsglly for
those companies who want the service always availaibhout delays. Thanks to our mechanism, wheewa
word is added to the system knowledge, all actissions in the network will automatically use thewn
grammar. Our implementation, OlympusP2P, introduceew dynamic grammar mechanism based on a new
compiling method along with a self-learning alganit and it allows the grammar to be updated withawving
to stop the system. The idea is to build a new sipp®@lympus module that has the responsibilityedating
and then compiling the grammar. This new modulke bther Olympus modules, can be implemented as a
Galaxy server. Therefore the entry point can behed by using an IP address and a port number. The
communication between the new module and the Pkgmarser can be accomplished in two ways: by using
direct sockets between them or by using the OlynkluB module as a dispatcher of events. In the Geste,
the overhead of the communication does not affextdispatching of events by the HUB module; therefbe
Olympus framework performances are not affectedhénsecond case, we use the basic Olympus frarkewor
mechanism of sending frames to the HUB module. Wthengrammar specification files are updated and re
compiled, the new module informs the HUB that a rewnpiled grammar is available, and then the HUB
informs the Phoenix parser to load the new gramifiais solution introduces two new frames to be alisped
over the Olympus framework network. Realistically the beginning these new frames will be exchangéd
a high frequency due to the fact that it is mokelyi that there are new words not contained ingttaenmar. The
frame exchange will occur more rarely when the gramreaches a steady state. Therefore at a regate s
this solution does not affect the general overtieagrms of performance and latency of messagessaritie

system maintains an acceptable response time.

2) Algorithm
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Our implementation changed the way in which thevgrar is loaded by the Phoenix parser, makit
possible to load # grammar and reinitialize all the structure cutyeim the memory at run time. In this wi
the system can continuously update the grammarowiithaving to stop and restart its activities. Herever
while conversing with a user the grammar can bested and all the next input utterances will be pssee
with the new grammar. The pursuit of <learning grammar has characterized a big portiothefnatura
language processing and in general the artifigigglligence field. Many unsupervised, s-supervised or
supervised algorithms have been developed in theyears. Our approach represents a simple waghigve
the goal of populating basic grammar notions irpactfic context. The purpose of our implementati®rio
enlarge the initial gramar database with all the new terms that are somehtated to those already in t
grammar specification files. The basic idea isdoelate these words according to some criteringkample
synonyms). When one or more criteria are triggetied,sif-learning grammar module updates the grarr
files. The set of criteria that we chose will atfélee grammar update frequency rate. Thereforelethe stric
the criteria are, the less frequently the grammifirbeg updated. Instead, if we set weakteria the grammar
will be updated too often and there will be a higtleance to introduce words that do not make seStsgting
from a given input word we retrieve a list of sygors by using online web services, which provideetacs
synonyms through simple GET request. It is possible to select onmore web services and to use the ul

or the intersection of their results.

Fig. 6 describes the algorithm supposing that wetwa populate the grammar according to synon
rules. When an unknownosd is synonymous of a word that is already presenhe knowledge, it will b
added to the grammar. This mechanism is carriecguirocessing the parser output for each inputeses.
By analyzing the Phoenix parser output we credist af words hat are not recognized. Since wo not know

if one or more words on the list are correlatedvieen each other, we perform a combination of athefn.

Input:
List of utterances U = {ui, Uz, .., Uz}
Starting Grammar

output:
Updated Grammar

Algorithm:

FOR EACH cycle

compile (grammar)

FOR ERCH inputUtt = U do
unknovnWords <- parse(inputUtt)
vordsToProcess <- combination(unknownWords)
FOR EACH word £ wordsToFrocess

Synonyms [wvord] <- getSynonyms (wvord)

FOR EACH synonymous & Combination (Synonyms)
newlDtt <- replace(inputUtt, word, synonymous)
unknovnWFordsNew <- parss{nsvUtt)

IF (unknowvnWordsNew.Size () <«
unknowvnWords.Size())
Update (grammar, word, Synonymous)

END IF

Figure 6: Sel-learning grammar algorithm based on synonyms
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For instance, if the list of unknown words contatine wordslook andfor, we will process the worc
look, for,andlook for. A list of synonymous for each of these terms isieeed from external resources &
stored along with the original word. Eacynonymous of each unknown word is replaced in thgiral
utterance and given to the Phoenix parser as itiptiie number of parsed words of the new utteraadegher
than the number of parsed words with the originahtsnce, then we have found a onymous. The
synonymous is then written in the corresponding ifil the grammar. Fig. 7 shows how, -by-step, the new
module adds words that are not directly correlatethe knowledge. For instance, the vlook foris not seen
as possible synonymous whnt but when the system discowseekas possible synonymous want, then the

word look forwill be also discovered as synonymouswant.

esearch

 need «look for

* wish * search

« look for
« desire
- want

.

* seek
 require

Figure 3: Synonymous corrclation between verbs

VIl.  FUTUREWORK

Based on thisrchitectur, it is possible to develop future architecturesstare resourc between
peers across multiple sessiomsirn grounding deals witnon-under standings, i.e. turns in which the syste
believes the user spoke an utterance but is utalgetract any semantic information out of it. Thém happe
when the speech recogoiti hypothesis is completely meaningless or wheis itot parsable by the NL
Phoenix Parser, or when the parse cannot be ietegpin the current dialog conteln addition to th normal
grounding strategies [7], wapuld propos to the user a grounding model basedthe experiend of other users
in other sessions (for instance tmost commo phrases). This will béased upon an analy of all the log
updated in real time or on whit going on il other sessions. This can tEalized thanks to tl sharing of all

logs updated in real time betwealhOSP.

Moreover, the simple grammar mechanism is not bdaral specific scenario and it can be applie
different systems, and also with different criteFor instance slots containing a list die€$ or zip codes can |

populated step-bgtep using external resources that checks if angiitg or zip code is vali
VIIl.  CONCLUSION

In this paper we described OlympusP2P, an opercedtamework based on a distributed and hi
context-sensitive frameworklong with a dynamic and s-learning NLU mechanisrfor applications that air
at interacting with users by using natural lang. We depicted OpympusP2P’s architecture explaihiog it
is able to support multiple contemporary sessiorsthe posbility to share a common stlearning dynamic

grammar between the clients involved in the sess
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